Change of Ground State Configuration Induced by the Stark Shift of Surface States in Some bcc(001) Surfaces
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Using density functional calculations, we found that the ground state configuration of some bcc(001) surfaces are field dependent because different configurations experience different Stark shifts of surface states. When the W(001) surface is positively biased, an external electric field stabilizes a c(2×2) array of surface vacancies, so that the ground state is no longer the well-established “Debe-King” model. Similar behavior is found for Mo(001), but not for Nb(001). The field-induced change of ground state provides a natural explanation for the anomalous behavior of W(001) inside field ion microscopes. [S0031-9007(99)08932-2]

PACS numbers: 68.35.Bs, 68.10.Cr, 73.20.At

In experimental techniques such as scanning tunneling microscopy (STM) and field ion microscopy (FIM), and at the electrode/electrolyte interface, the material surface is subjected to fairly strong external electric (E) fields. Until rather recently, the majority of theoretical calculations have focused on surface properties in the absence of E fields, with only a few exceptions [1]. It is frequently assumed that the surface morphology is not much affected by the field, although there is strong evidence that this may not be the case. For example, potential-induced surface morphological changes are well documented in metal/electrolyte interfaces [2]. Fu and Ho [1] showed that an excess surface charge can induce a missing-row reconstruction in Ag(110). Pulse-laser field evaporation of fcc Rh(001) plane gives a p(2×2) structure, stable only if an external E field is applied [3]. Understanding the influence of an E field on surface properties is not only important for interpreting some experimental results, but may also open a new avenue for controlling surface properties. This is why there has been a recent surge in the literature that considers the action of the E field, especially its effect on adsorbates [4]. In this article, we examine the effect of E field on some bcc(001) surfaces, and we will show that an external field can have fairly dramatic consequences on systems like W(001).

The application of E fields will inevitably lead to induced charge rearrangements that cannot be handled easily by empirical models. Metallic screening properties are also difficult to model empirically. The local density formalism can take care of these subtle effects self-consistently. It is thus the method of choice for studying field induced effects.

The results presented here were performed using the local density functional formalism [5] (Ceperly-Alder local exchange and correlation [6]), and norm-conserving pseudopotentials [7]). The wave functions were expanded by a mixed-basis set of plane waves with kinetic energy up to 11.5 Ry and Bloch sums of numerical orbitals [8]. The bcc(001) surface is modeled by the standard slab geometry. The slabs are nine layers thick, repeated in the (001) direction and separated by vacuum regions of 18 Å. The k points are sampled on an 8×8 mesh in the c(2×2) surface Brillouin zone (SBZ) [9]. To include the effect of an external E field, two external uniform charge sheets are placed in the vacuum, one at 9 Å above the slab and one at 9 Å under the slab. The electrons in metallic systems will rearrange themselves to give a surface charge that screens out the field. The surface screening charge and the external charge sheets establish an E field in the vacuum whose magnitude is controlled by the surface charge density of the charge sheet. Atomic coordinates for different models (with and without E fields) are fully relaxed.

The W(001) surface exhibits a famous c(2×2) displace reconstruction where the surface atoms are displaced laterally along the ⟨11⟩ direction forming zigzag chains (Debe-King model) [10]. This reconstruction can be viewed as a frozen soft surface M5 phonon mode [11], so we will label the Debe-King model as c(2×2)M5.

We first examine the effect of an E field on c(2×2)M5. We found that at zero field, the p(1×1) surface is indeed unstable with respect to a c(2×2) reconstruction in which the surface atoms are laterally displaced along the ⟨11⟩ direction by δ = 0.26 Å, accompanied by a contraction of the first interlayer distance (d12) by approximately 6%. Our results compare well with experimental data and previous calculations [12]. We next impose an E field. At E = 3 V/Å, δ becomes 0.24 Å and d12 changes by only 0.01 Å, respectively. The E field does not induce noticeable “up-down” staggering displacement of the surface atoms. In other words, the M1 surface phonon mode remains stiff. Thus, the change in atomic structure is small at typical E-field strengths operating in the imaging mode inside a FIM.

We next consider a c(2×2) array of surface vacancies, hereby referred to as c(2×2)-vacancy [c(2×2)-V]. In Fig. 1, we compare the local density of states of the surface...
atoms (SDOS) at zero field for W(001) in the \( p(1 \times 1) \), \( c(2 \times 2)M_5 \) (Debe-King model), and \( c(2 \times 2)\)-V structures. Transition metals like Mo and W have bcc rather than close-packed structures, which is usually attributed to the dip in the bcc DOS near \( E_f \) for systems with half-filled \( d \) shells. When a (001) surface is formed, a peak due to surface states appears near \( E_f \) in the SDOS of the \( p(1 \times 1) \) surface, and this peak is usually associated with the inherent instability of \( p(1 \times 1) \). It is well known that the \( c(2 \times 2)M_5 \) reconstruction reduces the SDOS near \( E_f \) [12], as is evident from Fig. 1(b). What is not well known is that the peak can also be reduced very effectively by the formation of a \( c(2 \times 2) \) array of vacancies [Fig. 1(a)]. This correlates well the total energy results, which show that both the \( c(2 \times 2)M_5 \) and \( c(2 \times 2)\)-V are lower in energy than the \( p(1 \times 1) \) (by 0.07 and 0.09 eV per surface atom, respectively). The local density approximation (LDA) results indicate that \( c(2 \times 2)\)-V is marginally (20 meV/surface atom) lower in energy than \( c(2 \times 2)M_5 \). Even if LDA gets the energy ordering wrong for these nearly degenerate configurations, the field-induced differences to be discussed below should be trustworthy since they are much larger than 0.01 eV. In any case, the energetic and kinetic barrier to go from \( c(2 \times 2)M_5 \) to \( c(2 \times 2)\)-V is expected to be large, since the transformation requires the removal and transport of half of the surface atoms.

We shall see that \( c(2 \times 2)\)-V becomes energetically more favorable if we impose an external \( E \) field. We show in Fig. 2 the difference in surface energy between \( c(2 \times 2)\)-V and \( c(2 \times 2)M_5 \) \((\Delta \sigma)\) as a function of \( E \)-field strength [13] for the (001) surfaces of W, Mo, and Nb. In this article, a positive field means that the surface is positively biased, and a negative surface energy difference means that \( c(2 \times 2)\)-V is more stable. We will first focus on W(001). We see that when the \( E \) field causes depletion of surface electrons, \( c(2 \times 2)\)-V becomes strongly favored over \( c(2 \times 2)M_5 \). If we reverse the field, causing extra electrons to go to the surface, \( c(2 \times 2)M_5 \) becomes more stable [14]. We believe that there is already strong experimental evidence for such behavior. It is well documented that W(001) exhibits a peculiar field-evaporation behavior [15–17]. When W(001) is field evaporated [15,16] inside a FIM at high temperature, a \( c(2 \times 2) \) array of surface vacancies is eventually formed (when observed with an imaging field strength \( \approx 4 \) V/Å) [18]. The original interpretation [15,16] was that the W(001) surface has “up-down” atomic displacement so that the \( E \) field selectively evaporates the “up” atoms. It is now well established that the surface atomic displacement is not up-down, but lateral [12]. The unconventional behavior of W(001) now has a simple interpretation in light of our calculation: \( c(2 \times 2)\)-V is more stable than \( c(2 \times 2)M_5 \) in the presence of an \( E \) field, and the field evaporation helps the system to reach the ground state of a \( c(2 \times 2) \) array of surface vacancies. Another indirect evidence is the formation of substitutional surface alloys of many fcc metals with W and Mo(001) [19]. These systems can be regarded as fcc elements filling vacancies in the \( c(2 \times 2)\)-V configuration. Most of these fcc elements do not alloy with W in the bulk. Even in a surface environment, electronic structure calculations for the \( c(2 \times 2) \) Cu/W(001) substitutional surface alloy [20] show that the Cu atoms have little bonding with the W atoms. Why should metals like Cu, Ag, and Au form \( c(2 \times 2) \) surface alloys with W(001) if they do not like to bond with W? The stability of \( c(2 \times 2)\)-V must play a role [19,20]. We note that these metals are more electronegative than W on the Pauling scale, and should deplete surface electrons from W(001). According to our results,
surface electron depletion stabilizes $c(2 \times 2)$-V, and the fcc elements can then fill in the vacancies to smooth out the surface charge profile. In light of the present result, the formation of these surface alloys may thus arise from “physical” forces rather than direct chemical bonding. We have also considered a $p(2 \times 2)$ array of surface vacancies [$p(2 \times 2)$-V] for W(001), and the $E$-field effect is qualitatively similar to that of $c(2 \times 2)$-V, except that it is less dramatic. When W(001) is positively biased, $p(2 \times 2)$-V is more favorable than $c(2 \times 2)$M$_5$, but not as favorable in energy as $c(2 \times 2)$-V.

In order to understand the mechanism underlying such an effect, we show field-induced changes in the SDOS for this $k$-screw configuration, the field-induced atomic displacement is small ($=0.01$ Å at $E = 3$ V Å$^{-1}$).}
favors $c(2 \times 2)M_4$; (iii) it is the significant Stark shift of surface states/resonances near $E_f$ that favors $c(2 \times 2)-V$ over $c(2 \times 2)M_3$. We now consider Nb(001), which behaves differently. We note that (i) $p(1 \times 1)$ is stable; there is no $c(2 \times 2)M_4$ reconstruction; (ii) $c(2 \times 2)-V$ is much higher than $p(1 \times 1)$: we do not expect surface vacancy arrays to be formed easily; (iii) imposition of $E$ field does not change the picture: up to a bias of $4 \text{ V/Å}$, $p(1 \times 1)$ remains the ground state. We found that the surface states and resonances responsible for the field response of Mo and W surfaces are actually there, and they experience similar Stark shifts under $E$ fields. However, Nb has fewer electrons and thus the SDOS of this group of surface states peaks at an energy higher above $E_f$, therefore the effect is small, far from sufficient to tilt the balance as $c(2 \times 2)-V$ is too high in energy. Nb thus behaves differently.

In short, an external $E$ field can have rather interesting effects on surface morphology. The field induced changes are by no means a priori obvious until detailed calculations reveal the electronic mechanisms at work at the atomic level. It is particularly interesting and surprising that such effects should appear in bcc metals like W and Mo, where the bulk DOS is rather symmetric about $E_f$. However, the spatial distribution of the surface states and resonances near $E_f$ can have strong dependence on surface morphology, making the rougher $c(2 \times 2)-V$ configuration much more sensitive to external fields. This may be the first example that shows that the Stark shift of surface states can actually change the surface ground state configuration. Recognizing such an effect helps us understand some intriguing properties of W(001), such as its peculiar behavior inside FIM and the formation of $c(2 \times 2)$ surface alloys without conspicuous chemical bonding.
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[9] When checked with a $12 \times 12$ grid, the change in surface energy is less than 1 mRy per surface atom.
[13] The difference in surface energy between two configurations has well-defined values in our calculation since they vacuum field energy substracts out.
[14] We cannot impose a very strong field in the latter case because electrons will escape to the vacuum.
[18] See, in particular, Fig. 7 of Ref. [16].
[21] The SDOS has been broadened by a Gaussian of width 0.1 eV.
[22] Experimentally observed reconstruction of Mo(001) is actually $c(7\sqrt{2} \times \sqrt{2})$ [see, e.g., R. S. Daley et al., Phys. Rev. Lett. 70, 1295 (1993)], but the $c(2 \times 2)M_3$ model should be a good approximation for the consideration of field response.